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Case Study

What happened?
How did we respond?
What did we learn?

Could it happen again?
Postscript



A Shot Across Our Bow

• March 20, 2014 – notified by external cyber 
intelligence group about Twitter/Pastebin
posting by Anonymous, threatening attack
– result of highly publicized child custody case
– Anonymous: loose and decentralized group of 

“hacktivist” individuals

• “d0x” of staff and presiding judge posted
• “Details” of BCH external web site posted








Was This the Real “Anonymous”?
• Not hard to get details they posted
• Not hard to post a video on YouTube
• Should we just discount it then?  

NO!!
• Convened Hospital’s Incident Response Team, began forming 

contingency plans
– Especially focused on potential need to “go dark”, cutting 

ourselves off from Internet if necessary
• Message to entire organization emphasizing vigilance, email 

security best practices
• Contacted authorities



It Begins

• About 3 weeks later... low volume DDoS attack starts
• Mitigated by network changes
• Cat and mouse – we address attack, they change 

tactic/increase volume
• 1 week later, Easter/Patriot’ Day weekend (Boston 

Marathon bombing 1 year anniversary)
– Massive uptick in DDoS volume
– Engaged 3rd party vendor to assist in filtering traffic



Internet Traffic During DDoS Attack

Nigrin, NEJM, July 31, 2014



***
***



Not Just DDoS…

• Direct penetration attacks on exposed ports, web 
sites
– Proactively took down virtually all externally facing sites: 

research, philanthropy, patient and provider portals, etc…

• Massive influx of malware laden emails
– Proactively shut down entire email system for ~24 hrs
– Re-emphasized to staff to not open suspicious 

mails/attachments
– Ensured no malware made it through filters

• Re-contacted authorities – advised no press!









It Ends

• About 1 week after high volume DDoS started, 
it abruptly declined, to a low trickle

• Only gradually brought externally facing sites 
back online, after extensive 3rd party 
(re)penetration testing

• Took a deep breath!



Out of all bad things...
…good things come





What Did We Learn

• DDoS countermeasures are critical!
• Know what systems (or features within systems) depend 

on Internet access, and have contingency plans for those
• Recognize importance of email, and need for alternate 

forms of communication
• Need to push through security initiatives – no excuses 

anymore
• Securing teleconference meetings
• Separating signal from noise



And Most Importantly

As an industry, we’ve got to pay closer attention to 
these threats, and prioritize our efforts against 
them, far more than we have done in the past



Postscript
Could it happen again?



Postscript #2

You can’t make this stuff up



Postscript #2

Boston Globe, February 17, 2016



Postscript #3

Newsweek.com, October 21, 2016



Postscript #4

June, 2017



Postscript #5
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